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Abstract 
Due to the important role of avatars in computer-mediated communication (CMC), a growing number of CMC-

based services now support avatar customization options. However, in many cases, customization and 

personalization options are limited to visual features. In this paper, we propose and describe a prototype for a vocal 

customization web application. Titled Voice Creator, the app is designed for both able-bodied and speech- or hearing-

impaired users who seek to communicate anonymously using digital voice identities. 
 

 

1. Introduction 

Avatars play an important role in constructing an identity 

in computer-mediated communication (CMC). They protect 

users’ privacy when necessary and allow expressive freedom 

in anonymous online situations [1]. Therefore, many CMC-

based services offer avatar customization options: to give a 

few examples, iPhone MEmoticons1, computer games, social 

Virtual Reality, and many other online websites such as the 

Avatar maker2. However, we note that a majority of these 

services focus on only the visual features of the avatar. As a 

result, these avatars are unable to protect user privacy in 

synchronous communications contexts such as video chats 

and FaceTime audio calls - few offer the option of making 

alterations to the users’ original voice information. Inspired by 

the fact that little has known about services that create 

customized voices, we designed an End-to-end model-based 

voice customizing web application prototype. 

 

2. Related Works 

2.1 The UX of Avatar Customization 

Avatars are graphical representations of the user in virtual 

environments such as games. Many games let users customize 

their avatars using interfaces, referred to as Character Creation 

Interfaces or CCIs. Concerning the complexity and 

presentation of personalized options, CCIs differ greatly. 

McArthur [2] focused on User Experience (UX) in games that 

                                                 
1 https://support.apple.com/en-us/HT208986 

allow users to customize their avatar. According to this paper, 

interface widgets, additional options via sub-menus, or long 

lists of customization options to scroll can impact the user’s 

self-representation in Massively Multiplayer Online games 

(MMOGs).   

In our prototype, we targeted users seeking to communicate 

with other users in a virtual environment. We focused on 

providing an intuitive design for users to experience all of the 

options provided. 

 

2.2 End-to-end Text-to-Speech Synthesis Model 

The End-to-End speech synthesis model uses pairs of input 

text and raw spectrogram output to learn Deep Neural 

Network models. By minimizing the complexity of modern 

TTS designs, it uses a simple waveform synthesis technique. 

Wang et al. [3] proposed Tacotron, an End-to-End TTS model. 

Tacotron outperforms in terms of naturalness. “Deep Voice,” 

proposed by Arik et al. [4], is another example of an End-to-

End TTS synthesis model. 

We focused on the advantage that Tacotron more easily 

allows various attributes such as speaker or language and even 

high-level features like the sentiment. We believe that voice 

identification features such as thickness, strength, pitch, 

accent, speed and pause could also become an attribute to 

2 https://avatarmaker.com/ 
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conditioning Tacotron. We referred to Voquent3, an online 

voice-over service to decide the voice identification features. 

3. Voice Creator 

3.1 Web Application Prototype 

We designed the prototype of the Voice Creator web 

application using Figma 4 . The web page consists of three 

parts:  First, there is an introduction part on this homepage, 

and secondly, there is a part where users can create their voice 

and listen to the created voice. Finally, there is a part where 

users can see the characteristics of the voice that users saved 

and hear it again. 

 

3.1.1 Introduction section 

As seen in Figure 1, The introduction part contains the 

introduction and usage of this page. 

 

 

Figure 1. Introduction part of the Voice Creator 

 

3.1.2 “Create Voice” section 

In the “Create Voice” section, the user can create a voice 

directly through the voice element control bar. As seen in 

Figure 2, there are six vocal elements: thickness, strength, 

pitch, accent, speed and pause. Users can set the value of the 

“thickness” element by entering a number between 1 -100, 1 

standing for most thin and 100 standing most thick. The 

“strength” element can be adjusted by a number between 1-

100, 1 standing for the weakest, and 100 standing for the 

strongest. Pitch refers to the audio frequency of the voice. 

Users can set the value of the “pitch” element by entering a 

number between 1-100, 1 standing for the lowest, and 100 

standing for the highest. Users can set the value of the “accent” 

element by setting a number between 1-100, 1 standing for 

most monotonic, and 100 standing for a strongest accent. The 

“speed” element of the voice can be adjusted by a number 

between 1-100, 1 standing for the slowest, and 100 standing 

for the fastest. Lastly, the users can set the value of the “pause” 

element by setting a number between 1-100, 1 standing for the 

least pauses, and 100 standing for the maximum pauses. 

 

                                                 
3 https://www.voquent.com/the-vocal-characteristics-that-

speak-to-your-character/ 

 

Figure 2. Create Voice part of the Voice Creator 

After specifying the elements of the voice, the user can 

click the ‘PLAY’ button at the bottom to hear a sample clip of 

the generated output saying the sample phrase, "Hello, nice to 

meet you. How's the weather today?" If the user is satisfied 

with the generated voice output and wants to save it, the user 

records the name of the voice and presses the ‘SAVE’ button. 

 

3.1.3 Collection section 

The collection part gathers the voices saved in the “Create 

Voice” part. Users can listen to the customized voices and 

check the value of the voice components. As seen in Figure 3, 

you can visually check the vocal waves. 

 

 

Figure 3. Collection part of the Voice Creator 

 

3.2 Speech synthesizer model 

We believe that an End-to-End speech synthesizer model is 

appropriate for the Voice Creator. The Emotional End-to-End 

Neural Speech synthesizer proposed by Lee et al. [5] 

outperforms the naturalness of speech in various situations. In 

this work, the authors used emotion and intensity as a variable. 

We suggest an End-to-End Neural Speech synthesizer that 

customizes voice features by six voice identification features 

which are thickness, strength, pitch, accent, speed and pause. 

 

4. Conclusion 

We designed the prototype of Voice Creator, a web 

application that allows users to create a customized digital 

voice. Unlike other voice synthesizer services, Voice Creator 

enables users to create customized voices into six features – 

thickness, strength, pitch, accent, speed and pause, and let 

users customize the voice precisely. Voice Creator can meet 

4 https://www.figma.com/ 
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the demands of those users looking to create and use a 

computer-generated voice for computer-mediated 

communication. A potential user base would be people who 

want to communicate anonymously on the voice-based social 

network service Clubhouse5. Also, it will be useful for people 

with hearing or speech impairments who want to make a new 

digital voice to express themselves in a virtual environment. 

Our future tasks are to implement the voice customizing 

model and to distribute the Voice Creator web application 

using the End-to-End Neural speech synthesizer model and 

Amazon Web services.  
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