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ABSTRACT

Many digital applications offer avatar customization options, posi-
tively affecting user experience. However, the adoption of auditory
aspects in avatar customization has often been neglected and may
have been understudied for its potential. Inspired by prior research
that uncovers end-user’s demands for voice customization, we seek
to apply the identified implications into practice and discover end-
user’s voice preferences and behavior towards voice customization
systems. To this end, we designed and deployed AVOCUS, a web
application that enables users to search for specific voices or ma-
nipulate voice-related parameters to generate a voice similar to a
target voice. Our findings suggest that (1) searching for specific
voice using hashtags were perceived to be easy, (2) customized
voices generated from voice reflection and voice parameter control
functions had high satisfaction, and (3) participants tend to reflect
the features of their desired voices when customizing their own
voice.
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1 INTRODUCTION

As the new era of the metaverse rapidly approaches, the bound-
aries between real life and virtual reality are becoming thinner.
Virtual avatars are gaining popularity on the internet, expanding
their influence from social media to live-streaming platforms. Many
digital applications offer users to choose avatars to represent their
owners. Such applications provide avatar customization experi-
ences, allowing the users to modify the visual features of the avatar
such as physical (e.g., body shape), demographic (e.g., gender, age,
race), and transient (e.g., clothes, ornaments) aspects [13]. As avatar
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customization is ubiquitous among systems, a large corpus of liter-
ature has focused on the positive effects of avatar customization
on users’ online experiences. Research has shown that avatar cus-
tomization can higher avatar similarity with the user, resulting in
higher satisfaction and self-presence in a virtual world [10]. Also,
customized avatars are effective in offering greater game enjoy-
ment [3] and physiological arousal [17]. However, the adoption of
auditory aspects in avatar customization has often been neglected
due to substantial overhead (e.g., multiple voice actors, region lo-
calization) and indifference among researchers [13, 27]. In addition,
researchers discuss the difficulties of establishing a consensus of
recognizable terminologies that describe voice [21], burdening the
vagueness of voice customization.

Yet, audio forms a significant part of people’s individuality both
online and offline. Prior research has proven that voice influences
the evaluation of other people’s impressions [8]. Also, users partici-
pating in online games with vocal interactions experience increased
physiological responses [9], emotional authenticity [4, 6], perfor-
mance [12], and immersion [7, 14, 16, 19, 20]. Given prior work
indicating the importance of modifying the visual aspects of avatars
and online vocal communications separately, voice customization
for online personas may be understudied for its potential. For in-
stance, voice customization can be used to set different voices for
different contexts, as prior research has proven that there is de-
mand for preferable voices that represent the user’s profile for each
social media platform [29]. Also, voice customization can keep the
anonymity for users even in vocal communications, where there is
a prominent tendency among female users in online communica-
tion to hinder their identity (e.g., gender) for particular situations
[23, 28]. Lastly, voice customization can diversify the choices of
artificial voices generated by Text-to-speech engines. Although
synthetic speech has approached human-level naturalness, there
are limited options to personalize the results to more closely match
the vocal identity of the users [25]. Customized artificial voices
may support social communication and identity display for people
with speech or hearing disorders.

Motivated by prior research that uncovers how individuals wish
to change their voice in what circumstances [5], we seek to ap-
ply the identified implications from prior work into practice and
discover end-user’s voice preferences and behavior toward voice
customization systems. Research questions are below.

e RQ1. How do individuals find ease in use in voice search en-
gines?

e RQ2. How could we build efficient tools with intuitive proto-
types for voice customization?

® RQ3. How do individuals wish to change their voice using what
interfaces?

To address these questions, we first designed and deployed AV-
OCUS, a voice customization system, as a web application that
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enables users to search for specific voices for customization or ma-
nipulate voice-related parameters to generate a voice similar to a
target voice. Then, we conducted a user study where participants
were asked to complete a set of tasks using our system. Our findings
identified that (1) searching for a specific voice using hashtags as
search keywords was perceived to be easier than similarity and
voice attributes, (2) customized voices generated from both voice
reflection and voice parameter control functions had high satisfac-
tion compared to other conditions that utilized either one and (3)
participants tend to reflect the features of their desired voices when
customizing their own voice. As future work, we plan to add more
intuitive voice attributes (e.g., accent, intonation, and volume) to
enhance user experience with voice customization systems.

2 RELATED WORK
2.1 Voice Filters

Several companies offer software programs that change the users’
voices by applying simple filters. A mobile application called My
Talking Tom' had gained popularity among users by distorting
voices for entertainment. While My Talking Tom was limited to one
option of voice filter, Voice Changer? expanded options by provid-
ing more than 50 voice filters. Filters include entertaining voices
such as ghosts, zombies, and aliens. Users can experience these fil-
ters on the website by uploading their recorded voices. Meanwhile,
Discord users experience real-time voice modification by down-
loading external applications such as Voicemod?. It offers more than
50 filters and allows users to communicate using different voices
while playing games. While many of these systems successfully
intrigued curiosity among users, voice filters are somewhat limited
to only a few options. It restrains users from controlling specific
values of a voice. Also, as many such systems were developed for
entertainment, filtered voices are often exaggerated. Therefore, it
is difficult to expect these systems to be used for other purposes,
such as in business meetings and phone calls.

2.2 Text-to-Speech Voice Synthesizers

The endmost goal of text-to-speech synthesis is to convert plain
text into an indistinguishable acoustic signal from human speech.
Text-to-speech synthesizers consist of two parts: the front-end that
interprets high-level linguistic features of human speech and the
back-end that handles functions related to phonetics, acoustics,
and signal processing [18]. State-of-the-art models have shown
high performance in implementing human-like speeches. Wang et
al. presented Tacotron and end-to-end text-to-speech model that
generates speech from characters. The Tacotron model enhances
the sequence-to-sequence (seq2seq) [22] by applying attention par-
adigm [2] to all decoder steps. As text-to-speech models reach a
high performance of naturalness, there have been approaches to
diversify synthesized voices by training models with various voice
datasets. Voicemaker* presents over 60 voice personas that speak
diverse languages. Users can select a voice persona by language,
gender, and age and control the volume to generate text into an

!https://apps.apple.com/us/app/my-talking-tom/id657500465
Zhttps://voicechanger.io/
3https://www.voicemod.net/discord-voice-changer/
4https://voicemaker.in/
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Figure 1: The system overview of AVOCUS

audio file. While inspiring, such systems present voice personas
trained in advance, neglecting the user’s voice identity. As prior
work has revealed [5], individuals show concern about voice cus-
tomization systems modifying users’ entire voice identity when
communicating with acquaintances. Therefore, text-to-speech syn-
thesizers with several options may not be the cue for customized
voices. Our system embraces the user’s voice identity by generating
customized voices from the user’s voice input and target voices
that the user desires to sound alike.

3 SYSTEM

AVOCUS is a web application for people who wish to customize
their voice used in online vocal communication. In this section,
we describe the instructions and the implementation of functions.
Please refer to our system overview shown in Figure 1.

The voice features defined in AVOCUS are pitch, formant, and
duration. Pitch determines the degree of highness or lowness of a
tone. Formant refers to the lowest frequency that a voice resonates,
which consists of f1, {2, f3, and f4. F1 ranges between 0Hz and
1000Hz, f2 ranges between 1000Hz and 2000Hz, f3 ranges between
2000Hz and 3000Hz, and f4 ranges between 3000Hz and 4000Hz. A
shrill voice results in formants with high frequency, and a gravelly
voice results in formants with low frequency. Lastly, the duration
controls the rate of speech. Rapid speech leads to a high value in
duration.

3.1 Implementations

As for the implementation, we used Python and Django, a Python-
based open-source web platform for our framework, and S3 buckets
in Amazon Web Services (AWS) to deploy the website. As shown
in Figure 2, AVOCUS consists of two functions: target voice reflec-
tion and voice parameter control. To implement the functions, we
referred to a Python open-source library Praat-Parselmouth [11].
We chose Praat-Parselmouth, as it offers manipulation of voice by
calculating the exact value of voice features.
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Figure 2: A screenshot of AVOCUS

3.1.1 Target Voice Reflection. The reflection value determines the
ratio between the input voice and target voice. Larger reflection
value leads to an output voice that resembles the voice features of
the target voice.

In our formula, the new value for the output voice uses the
reflection value. Pitch and formant features are used to generate a
new voice, setting the new feature value of the output voice derived
from the following equation:

Frew = (Fsource - input) Xr+ Finput (1)

In this equation, Fje,, indicates the new feature value, Fsoyrce
indicates the target voice’s feature, Fipnpy indicates the input voice’s
feature, and r indicates the reflection value. Feature value refers to
the frequency of pitch and each component of formant (f1, {2, {3,
and f4).

3.1.2  Voice Parameter Control. Once the user uploads the input
voice, the system automatically sets sliders that indicates the voice’s
feature values. Each end of the slider represents each feature’s
maximum and minimum values. The reset function sets all sliders
to return to the original values of an input voice. When submitted
without any adjustments on the slider, it gives the guide to set the
new feature value as it shows the original feature values of an input
voice.

4 METHOD
4.1 Participants

We recruited 24 participants (16 female, 8 male) via word-of-mouth,
the university board, and online communities for college students.
Anyone aged between 18 and 65 were allowed to participate in
the experiment. Participants’ age was 23.88 on average (SD = 6.73;
range 18-53).

4.2 Apparatus

All participants were interviewed through Zoom. While the re-
searcher was sharing her screen, participants remotely controlled
the system to complete the tasks. After a brief explanation on how
to use the system at the beginning of each task, participants started
to solve the task without any guidance of the researcher. The inter-
view was recorded under participants’ consensus.

CHI EA °23, April 23-28, 2023, Hamburg, Germany

For the experiment, participants were asked to submit a pre-
liminary questionnaire. The preliminary questionnaire collected
participants’ voice recording under participants’ consensus.

One of the question asked participants to record their voice read-
ing an excerpt from the speech accent archive [26]. Also, when par-
ticipants mentioned a celebrity with ‘good voices’, researchers pre-
pared the celebrities’ voice recordings from interviews or Youtube
videos. Lastly, to prevent the bias of task completion time, we used
Latin square of order 3 for each task.

4.3 Procedure

4.3.1 Preliminary Questionnaire. Before the interview, participants
were asked to submit a preliminary questionnaire. The survey
contained questions about participants’ demographic information,
prior experience with voice modification systems, desired voices,
and the future interest in using voice customisation systems.

4.3.2 Task 1. Finding the most similar voice. Participants were asked
to search for the closest voice with the answer voice provided on
the top of the website. Condg;,. was to find the closest voice among
the list of voice database which is sorted by statistical similarity.
The similarity was calculated based on the numeric values of voice
parameters. The formula to calculate similarity is as follows:

s =100 — IForig - Fcomp|/F0rig X 100 (2)

In this equation, s refers to similarity, Forig refers to the feature
values of original voice, and Feomy refers to the feature values of the
voice in comparison, where feature values mean pitch and formants
(f1, £2, £3, and f4). Condg;r. was to find the closest voice using voice
attributes as search keywords, derived from phonetics papers [5].
The attributes consists of breathiness, hoarseness, pitch, smooth-
ness, speed, variation, and volume. Condy, g}, asked participants
to find the closest voice using hashtag keywords. Hashtags were
manually annotated by two researchers. The answer voice was
annotated as slow paced, low-pitched, monotonous, clear, and good
pronunciation.

4.3.3 Task 2. Customizing a voice to match the target voice. The
participants were asked to customize a voice to match the target
voice. Cond,..r. was to use a voice reflection. The original voice is
the input voice, and the participants were to utilize the target voice,
making the original voice to match the target voice. Condpgr. was
to manipulate a numerical value of voice parameters of the original
voice to match the target voice. Condyf gpar. Was to utilize both
voice reflection and voice parameter control.

4.3.4 Task 3. Customizing one’s own voice. Task 3 asked partici-
pants to customize their own voice using voice recordings of de-
sired voices. For Task 3, participants were able to choose the most
preferred prototype from Task 2. Using their favorite prototype,
participants freely customized their voice that they wish to use
for online communication. Desired voice recordings were mostly
renowned celebrities’ voices, and they were provided in advance
for reference.

4.3.5 Post Survey. After completing each task, we conducted a
semi-structured interview using a post-survey questionnaire asking
about the overall experiences about the prototype. The survey asked
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participants to answer satisfaction of result voice, satisfaction of
system, and the difficulty of the task, in a 5-point Likert score.

5 FINDINGS

5.1 Interview: Prior Experience and Preference

5.1.1 Most tried voice modification for fun. Although we did not
specify to recruit individuals who are familiar with voice customiza-
tion, the majority of the participants (83.3%; 20 out of 24) answered
that they had tried voice modification systems. Participants were
familiar with Voice Changer for Discord, My Talking Tom, and voice
filters for voice call through KakaoTalk®. Then, we asked what in-
trigued them to have experience with voice modification systems:
all of the participants answered that they had tried it for enter-
tainment. To understand the strengths and weaknesses of current
systems, we asked about participants’ experiences using such sys-
tems. All of the participants who had prior experience (N = 20)
found voice modification systems useful for amusement. However,
participants found inconvenience in using such systems for prac-
tical use (N = 13), found the modified voice exaggerated (N = 9),
awkward (N = 4), and limited to only a few options (N = 1).

5.1.2  Most preferred low-pitched, calm and comforting voice with
good context delivery. In our next section of the survey, we asked
the participants to mention celebrities who are considered to have
’good voices’. Participants mentioned renowned singers, movie stars,
announcers, and voice actors. The majority of the participants (N
= 21) mentioned celebrities of the same gender.

During our in-depth interview, we asked our participants to
describe the celebrity’s voice they mentioned in the preliminary
questionnaire as ’‘good voices’ using three keywords. The following
keywords were popular among participants: good content delivery
(N =9), calm and comforting (N = 8), low-pitched (N = 7). While
29.2% of the participants described their desired voices as low-
pitched (N = 7), only one participant described his/her wished voice
as high-pitched.

5.2 Task 1. Finding the most similar voice

Participants were asked to find the closest voice that matches the
answer among the voice database described in terms of: statistical
similarity (Condsim.) vs. phonetic voice attributes (Condg;s.) vs.
hashtags (Condysp.)

Participants chose the most similar voice under Condy, s, (m =
96.213%), and the least similar voice under Condsjp,. (m = 93.170%).
Please refer to Figure 3 to compare similarity among three condi-
tions.

To find out whether each condition was easy to search for the
most similar voice, we asked our participants to rate the difficulty
of Task 1 under three conditions. Participants found the task less
demanding under Condy, s, (m =2.92, SD = 1.14).

Participants commented that they preferred Condp,, s, over Condgy;.

when searching voices because they were unfamiliar with the terms
used in Condg;s.. They found the task most difficult under Condgip,.,
due to low confidence in the calculation of similarity.

Swww.kakao.com
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Figure 3: (a) Average similarity for Task 1 (b) average task
difficulty for Task 1 (c) average similarity for Task 2 (d) aver-
age voice satisfaction for Task 2. Error bars indicate standard
errors (N=24).°*,°** >*** jndicate p <.05, p <.01, and p <.001
respectively.

5.3 Task 2. Customizing a voice to match the
target voice

For Task 2, participants customized a voice to match the target
voice using three interfaces: voice reflection (Cond,.y.) vs. numer-
ical value of voice parameters (Condpqr.) vs. voice reflection &
numerical value of voice parameters (AVOCUS, Condy.cf &par.)

Participants customized the closest voice to the answer when
they were under Cond,.o¢. (m = 95.425%, SD = 0.172). Condpqr. and
Condyf &par. resulted an average of 93.116% (SD = 2.206), 93.382%
(SD = 2.803) of similarity.

Participants showed the highest satisfaction (m = 3.75, SD =
0.94) for our system, Condy.¢f g par.» Where it allows the users to
customize voices using both of the reflection functions and the voice
parameter control. Participants commented that they were satisfied
with the wide range of options for voice customization, leading
to a high degree of freedom using the system. On the contrary,
participants found Cond,..s. difficult to familiarize themselves with
the reflection function, as the effects seemed insignificant when the
target voice was the same gender as the original voice. However,
participants suggested that the voice parameter control redeems
such shortages by finely manipulating the voice attributes.

5.4 Task 3. Customizing one’s own voice

For Task 3, participants were asked to choose the most preferred
interface from Task 2, and customize their own voice using their
desired voices. The majority of participants chose Cond,.f &par.
(N = 14). Seven participants chose Condpqr. and three participants
chose Cond,f. for Task 3.

After performing Task 3, we asked participants to rate the satis-
faction of customized voices and how customized voices differ from
participant’s original voices. Participants who chose our system,
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Condyef gpar., showed the highest satisfaction level on customized
voices (m = 4.357, SD = 0.841). Participants answered that they used
the system to make their voices with better content delivery (N =
10) and calming voice (N = 5). Some participants tried to mimic their
desired voices’ distinct characteristics (N = 3). We found out that
participants reflected the desired attributes of good voices when
customizing their own voices.

6 DISCUSSION

Here we summarize findings from the study, discuss design rec-
ommendations for voice customization systems, and how it can be
made in use for practical purposes.

6.1 Preferred Voices

Prior research proves that human voice pitch are perceived to de-
liver attractiveness, strength, and social dominance [15, 24]. Also,
researchers determined that low-pitched (i.e., masculine) voices
are generally preferred by both male and female participants and
are often considered to have suitable voices for leadership [1]. Our
findings analyzed the features of preferred voices, confirming the
findings of prior research about individuals’ desire for low-pitched
voices. The majority of participants wished to have a low-pitched,
calm and comforting voice with good context delivery. We con-
cluded that participants desired to reflect the attributes of desired
voices. Thus, we recommend voice customization tools to provide
guidelines of how to customize a preferable voice.

6.2 Describing Voices

From our findings, we concluded that participants preferred con-
textual information over numeric information when describing
voice. Hence, numeric information (i.e., similarity) was easily ne-
glected while completing the task and gained low reliance among
participants.

Participants found hashtags the most intuitive and understand-
able and wished to gain descriptions of voices used in a common
language. Some participants commented that they were confused
about voice attributes from phonetics studies, as some attributes
contain complex terminologies. We highly recommend using hash-
tags that are verified by the audience when explaining voices.

6.3 Functional Recommendations for Voice
Customization Systems

Contrary to concerns that too many features in voice customiza-
tion systems would be tiresome, participants wished the system to
contain more specified voice attributes. AVOCUS consists of seven
sliders, which control pitch, formants (f1, 2, f3, f4), and duration.
We plan to implement additional features to customize voices. For
instance, participants wished to change the accent, intonation, and
volume of their voices. We expect specified functions would lead
to higher satisfaction from end-users.

6.4 Limitations and Future Work

Our system has several limitations to be improved in future work.
First, we plan to track down additional voice parameters that can
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be quantified. During the in-depth interview, our participants com-
mented that formants were difficult to understand for users without
any knowledge about phonetics. Second, voice customization sys-
tems should offer customization guidance for first-time users. For
example, if a participant wishes to transform his voice to a calm
and comforting voice, the system may recommend the average
numeric values of calm voices. In this way, first-time users can
easily follow the guidance and refer to such standards. Last but
not least, we plan to implement our system to be experienced in
various platforms. Until now, voice modification functions were
mostly experienced in entertaining platforms. We believe that voice
customization systems can be broadly used in platforms for work,
everyday communication, and multimedia content creation.

7 CONCLUSION

Motivated by prior research that discovered the demand for cus-
tomized voices for specific contexts, we designed a voice customiza-
tion system called AVOCUS. Here, we seek to put preliminary foun-
dations into practice and determine user behaviors toward voice
customization systems by conducting a user study with 24 partici-
pants. Our findings confirmed our system’s usability and end-user
behavior toward voice customization. As future work, we plan to
add more intuitive voice attributes (e.g., accent, intonation, and
volume) to enhance user experience with voice customization sys-
tems.
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